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Penn Institute for Computational Science
The Penn Institute for Computational Science (PICS) is a cross-disciplinary institute for the advancement, integration, and support of Penn research via the tools and techniques of high-performance computing. Because scientific computing stretches across all areas of science, engineering, medicine and increasingly the humanities, PICS impacts the entire university. PICS promotes research through a regular seminar series, an annual conference, by hosting joint research projects and through researcher and student training. 

PICS enables computational research by providing an ongoing series of short technical “how to” workshops or bootcamps for Penn researchers and graduate students. PICS offers a Masters (MSE) of Scientific Computing that may be pursued as a stand-alone masters degree or in conjunction with PhD programs within the disciplines. It provides multifaceted graduate training in the fundamentals and applications of scientific computing through a comprehensive curriculum including numerical methods, algorithm development, high-performance computing, data science, and applications within the science and engineering. 

PICS provides an administrative home for interdisciplinary computation-centric projects that span across departments and/or schools. The PICS staff works with faculty to aid the preparation of group proposals, organizing meetings, working with business offices, and coordination of reports in support of sponsored research. PICS maintains a conference room (325 LRSM) for the use of PICS faculty. 

PICS advises the administration of schools and the university on issues related to computation-centric research. In addition, PICS works with campus computing organizations to improve campus computational and network infrastructure through advising and external grants for infrastructure enhancement. 

http://www.seas.upenn.edu/research/pics.php
https://www.amcs.upenn.edu/
http://warrencenter.upenn.edu/






Emerging Paradigms in Scientific Discovery

The Penn Institute for Computational Science (PICS), the Graduate Group in Applied Mathematics and Computational Science (AMCS), the Warren Center for Network & Data Science, and the University of Pennsylvania are hosting a one and one-half day symposium on the emerging computational and mathematical approaches associated with discovering new mechanisms, constraints, conservation laws, and conceptualizing new theories amidst the landscape of Big Data. This theme touches upon diverse disciplines in health, biomedical science, materials science, social science, marketing/business, and the area of phenomics, which we broadly define as the science of emergent properties or phenomena across disciplines. 
To reflect this emphasis, the symposium will focus on emerging paradigms that are being rapidly shaped through the union of several traditional disciplines such as computer science, physical sciences, applied mathematics, and engineering, and statistics. To showcase how Big Data (or large data sets) are an integral part of how scientific investigations are conducted as well as in next-gen technologies being developed, the talks will be broadly categorized into four sessions spread across the symposium: (1) Emerging Paradigms in Healthcare Informatics; (2) Genomics, Epigenetics, and Computational Biology; (3) Materials Science and the Materials Genome Initiative; (4) Data Science and Societal Impact. 
Describing patterns of deformation and spatio-temporal evolution of collective variables from large data sets (degrees of freedom) has long been studied in the context of materials and condensed matter physics as it applies to materials design and characterization. At the same time, medical diagnostics depend on imaging modalities as well as molecular profiling in which large data sets have to be integrated and projected on a simplified decision tree, which a practicing clinician can adopt. Recent developments in gene editing technologies, single molecule manipulations, and super-resolution optical techniques have disrupted biomedical science from mere omics-based investigations to emphasize new mechanisms and paradigms. These apparently distinct research areas share an underlying mathematical structure and computational methodologies, yet each has developed largely independently. The intellectual focus of this symposium will be the building of bridges between these disparate research areas by clarifying their shared (and distinct) mathematical and computational foundations and to foster the debate on new approaches for Data Driven Models, Model Driven Data, or a merger of the two.

http://www.pics.upenn.edu
https://www.amcs.upenn.edu/
http://warrencenter.upenn.edu/
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Thursday, October 6, 2016

9:15 AM	Registration and Continental Breakfast
			
10:15 AM	Welcome
	David Srolovitz
	PICS Director, University of Pennsylvania

10:20 AM	Opening Remarks
	Vijay Kumar
	Dean of the School of Engineering and Applied Science,
	University of Pennsylvania

Session 1	Emerging Paradigms in Healthcare Informatics
	Chair: Ravi Radhakrishnan
	Bioengineering, University of Pennsylvania

10:30 AM	Genome-Wide Functional CRISPR Screens to Identify Novel Determinants of Cell Fate in Response to Endoplasmic Reticulum Stress
	Costas Koumenis
	Radiation Oncology, University of Pennsylvania

10:50 AM	Automated Machine Learning
	Jason Moore
	Biostatistics & Epidemiology, University of Pennsylvania

11:10 AM	Expediting Clinical Evidence Synthesis via Machine Learning, Natural Language Processing and Crowdsourcing
	Byron Wallace
	Computer & Information Science, Northeastern University

11:40 AM	Poster Presentation Preview

12:00 PM	Lunch

Session 2	Materials Science and the Materials Science Genome Initiative
	Chair: Robert Riggleman
	Chemical and Biomolecular Engineering, University of Pennsylvania

1:30 PM	Computational Design of Materials for Chemical Transformations
	Aleksandra Vojvodic
Chemical & Biomolecular Engineering, University of Pennsylvania

1:50 PM	Creepy Mountains and Critical Rivers: Understanding Landscapes as a Granular System
	Doug Jerolmack
Earth & Environmental Science, University of Pennsylvania

2:10 PM	Multi-Fidelity Information Fusion Algorithms for High Dimensional Systems and Massive Data Sets
	Paris Perdikaris
	Mechanical Engineering, Massachusetts Institute of Technology

2:40 PM	Studying the Inaccessible: Insights Into Self-Assembling Deep-Sea Biophotonics with Computation and Experiment
	Alison Sweeney
	Physics & Astronomy, University of Pennsylvania

3:00 PM	Coffee Break

Session 3	Data Science and Societal Impact
	Chair: Zack Ives
	Computer & Information Science, University of Pennsylvania
	
3:30 PM	Poster Presentation Preview



3:55 PM	Packing Models of Chromosomes and Their Expression
	Caroline Uhler
Electrical Engineering & Computer Science, Massachusetts Institute of Technology

4:25 PM	Robotic Perception and Learning
	Daniel Lee
	Electrical and Systems Engineering, University of Pennsylvania

4:45 PM	Simple Models, Massive Data: Interpreting Neural Circuits and the Brain
	Vijay Balasubramanian
Physics, University of Pennsylvania

5:05 PM	Reception & Poster Presentations
	Levine Lobby & Mezzanine

Friday, October 7

9:30 AM	Continental Breakfast

Session 4	Genomics, Epigenetics, and Computational Biology
	Chair: Arjun Raj
	Bioengineering, University of Pennsylvania

10:30 AM	Big Data for RNA Processing – From Computational Modeling Through the Wet Lab to Patients
	Yoseph Barash
Genetics, University of Pennsylvania

10:50 AM	High Resolution 3-D Genome Folding During Development and Reprogramming
	Jennifer Philips-Cremins
	Bioengineering, University of Pennsylvania



11:10 AM	Non-Commutative Biology: Single Cell Analysis by seqFISH
	Long Cai
	Chemistry, California Institute of Technology

11:40 AM	Computing and Maximizing Influence in Linear Threshold and Triggering Models
	Po-Ling Loh
Electrical & Computer Engineering, University of Wisconsin Madison

12:00 PM	Lunch

	Adjourn

























Abstracts and Speaker Bios

Genome-Wide Functional CRISPR Screens to Identify Novel Determinants of Cell Fate in Response to Endoplasmic Reticulum Stress
Costas Koumenis, University of Pennsylvania

Abstract: Cell intrinsic or tumor microenvironmental stresses evoke perturbations in the folding environment of the endoplasmic reticulum (ER), collectively known as ER stress. Adaptation to stress and re-establishment of ER homeostasis is achieved by activation of an integrated signal transduction pathway called the unfolded protein response (UPR). Both ER stress and UPR activation have been implicated in the progression and response to therapy of several malignancies. Despite the prominence of the UPR in the tumor pathophysiology, the downstream mechanisms linking ER stress with cell fate decisions remain unclear or incompletely understood.  To identify important mediators of ER stress in cell fate decisions we have performed a CRISPR-based, genome-wide, unbiased functional analysis in response to acute pharmacological ER stress.  Analysis of over/underepresented gRNAs in response to thapsigargin treatment in a head and neck and a melanoma cell line revealed multiple potential positive and negative mediators of survival.  Ontology pathway analysis revealed that the processes of translation initiation, RNA processing and mitochondrial fitness are the most prominent pathways represented by the gRNA “hits”.  Two mediators with previously unreported links to ER stress tolerance were the anti-apoptotic and cytokinesis regulator BIRC5/survivin and the translation initiation factor eIF6.  Inhibition of expression of either protein resulted in dramatic upregulation of sensitivity to multiple forms of ER stress.  Moreover, a small molecule inhibitor of survivin expression was synergistically lethal with thapsigargin in multiple cell lines.  Finally, endoreduplication and the resulting block of cytokinesis which results from long-term inhibition of survivin itself caused significant ER stress, revealing an unanticipated novel form of endogenous stress which activates the UPR.   The identification of new pathways which regulate cell fate decisions following ER stress has the potential to lead to the development of novel approaches and targeted agents against the cytoprotective arm of the UPR as antitumor agents.
Bio: Dr. Koumenis is a Professor of Radiation Oncology, Research Division Director and Vice-Chair in the Department of Radiation Oncology at the Perelman School of Medicine at the University of Pennsylvania, USA. Dr. Koumenis’ research goals are twofold: (a) To understand the molecular mechanisms that promote adaptation of tumor cells to stresses present in the tumor microenvironment that ultimately leads to tumor aggressiveness and metastasis, and (b) To target cell signaling pathways responsible for tumor radioresistance using small molecule inhibitors and gene therapy-based approaches. His research has been continuously funded by the National Cancer Institute since 2001, and he has published extensively in the above mentioned fields. Dr. Koumenis has been the co-Leader of the Radiobiology and Imaging Program at the Abramson Cancer Center at Penn since 2009.
Dr. Koumenis received his Ph.D. in Biochemistry from the University of Houston, and was a Postdoctoral Fellow in Cancer Biology at Stanford University. Prior to moving to the University of Pennsylvania, Dr. Koumenis was an Associate Professor of Radiation Oncology, Cancer Biology and Neurosurgery at Wake Forest University School of Medicine in North Carolina, USA.

Automated Machine Learning
Jason Moore, University of Pennsylvania

Abstract: As the field of data science continues to grow, there will be an ever-increasing demand for tools that make machine learning accessible to non-experts. Here, we introduce the concept of tree-based pipeline optimization for automating one of the most tedious parts of machine learning - pipeline design. We implement an open source Tree-based Pipeline Optimization Tool (TPOT) in Python and demonstrate its effectiveness on a series of simulated and real-world benchmark data sets. In particular, we show that TPOT can design machine learning pipelines that provide a significant improvement over a basic machine learning analysis while requiring little to no input nor prior knowledge from the user. We also address the tendency for TPOT to design overly complex pipelines by integrating Pareto optimization, which produces compact pipelines without sacrificing classification accuracy. As such, this work represents an important step toward fully automating machine learning pipeline design.
Bio: Jason Moore is the Edward Rose Professor of Informatics and Director of the Penn Institute for Biomedical Informatics. He also serves as Senior Associate Dean for Informatics and Director of the Division of Informatics in the Department of Biostatistics and Epidemiology. He came to Penn in 2015 from Dartmouth where he was Director of the Institute for Quantitative Biomedical Sciences. Prior to Dartmouth he served as Director of the Advanced Computing Center for Research and Education at Vanderbilt University. He has a Ph.D. in Human Genetics and an M.S. in Applied Statistics from the University of Michigan. He leads an active NIH-funded research program focused on the development of artificial intelligence and machine learning algorithms for the analysis of complex biomedical data with a focus on genetics and genomics. He is an elected fellow of the American Association for the Advancement of Science (AAAS), an elected fellow of the American College of Medical Informatics (ACMI), and was selected as a Kavli fellow of the National Academy of Sciences.

Expediting Clinical Evidence Synthesis via Machine Learning, Natural Language Processing and Crowdsourcing
Byron Wallace, Northeastern University

Abstract: Evidence-based medicine (EBM) looks to inform patient care with the totality of the available evidence. Systematic reviews, which statistically synthesize the entirety of the biomedical literature pertaining to a specific clinical question, are the cornerstone of EBM. These reviews are critical to modern healthcare, informing everything from national health policy to bedside decision-making. But conducting systematic reviews is extremely laborious and hence expensive. Producing a single review requires thousands of expert hours. Moreover, the exponential expansion of the biomedical literature base has imposed an unprecedented burden on reviewers, thus multiplying costs. Researchers can no longer keep up with the primary literature, and this hinders the practice of evidence-based care.
I will discuss recent work on machine learning and natural language processing approaches that look to optimize the practice of EBM and thus mitigate the burden on those trying to make sense of the clinical evidence base. Specifically, I will describe methods for automatic identification of clinically salient information in full text articles (descriptions of the population, interventions and outcomes studied; collectively referred to as PICO elements). And I will describe work on semi-automating the important step of assessing clinical trials for risks of bias. These tasks pose challenging problems from a machine learning vantage point, motivating the development of novel approaches. For example, I will describe a new method for interpretable neural text classification: the Rationale-Augmented Convolutional Neural Network (RA-CNN), which was motivated by our work on automating "risk of bias" assessments for articles describing clinical trials. I will present evaluations of these methods in the context of EBM. Finally, I will highlight promising directions moving forward toward automating evidence synthesis, including hybrid crowd-sourced/machine learning systems.
Bio: Byron Wallace is an assistant professor in the College of Computer and Information Science at Northeastern University. He holds a PhD in Computer Science from Tufts University, where he was advised by Carla Brodley. He has previously held faculty positions at the University of Texas at Austin and at Brown University. His primary research is in statistical machine learning and natural language processing methods, with an emphasis on their application in health informatics (and especially evidence-based medicine). Wallace's work has been supported by grants from the National Institutes for Health (NIH), the National Science Foundation (NSF), and the Army Research Office (ARO). He won the Tufts University 2012 Outstanding Graduate Researcher award and his thesis work was recognized as The Runner Up for the 2013 ACM Special Interest Group on Knowledge Discovery and Data Mining (SIG KDD) Dissertation Award. He co-authored the winning submission for the Health Care Data Analytics Challenge at the 2015 IEEE International Conference on Healthcare Informatics.
Computational Design of Materials for Chemical Transformations
Aleksandra Vojvodic, University of Pennsylvania

Abstract: Fueling the planet with energy, chemicals and food are central challenges of the 21st century. The importance of catalysis in these areas is crucial. In our chemical industry today, the majority of all materials we see in our everyday life have seen at one point or another a catalyst of which most are heterogeneous catalysts. In this talk, I will demonstrate how a quantitative theory of heterogeneous catalysis is able to make predictions of catalyst materials through a careful analysis of the surface chemistry at the atomic scale level enabled by access to advanced computational approaches. I will then show how such a theoretical framework can help in understanding the limitations of catalyst performance. Finally, I will present possible strategies to overcome these limitations as this is a necessity if we want to make major breakthroughs in the design of better performing catalysts and materials for important energy and chemical transformations. 

Bio: Dr. Aleksandra Vojvodic is the Skirkanich Assistant Professor of Innovation at the Department of Chemical and Biomolecular Engineering at the University of Pennsylvania. Her research focuses on theoretical and computational-driven materials design. The lab uses computational frameworks to obtain fundamental understanding of surface and interface properties of complex materials that can be used to develop theoretical models for chemical transformations and energy conversion. These models have, for example, been used to predict new catalyst materials for several chemical reactions which have been experimentally synthesized and tested, validating the desired properties of the computationally predicted catalyst material. 

Before joining U Penn she was a staff scientist at the SUNCAT Center for Interface Science and Catalysis at SLAC National Accelerator Laboratory, where she lead a group conducting research on oxide surface reactivity. She was the Swedish Research Council postdoctoral scholar at the Department of Chemical Engineering at Stanford University and at the Center for Atomic-scale Materials Design at Technical University of Denmark. She received her Ph.D. in Physics from the Department of Applied Physics at Chalmers University of Technology and her Master of Science in Physics from Lund University in Sweden.

Creepy Mountains and Critical Rivers: Understanding Landscapes as a Granular System
Doug Jerolmack, University of Pennsylvania

Abstract: The Earth's surface is a granular-fluid interface. A century of research has focused on improving our understanding of turbulent flows associated with sediment transport; however, the contribution of granular physics to Earth-surface evolution has been almost entirely neglected. Landscapes such as hillsides and river channels organize themselves to a near-critical state, i.e., they are close to the threshold stress associated with failure and flow. We probe the range and state transitions of geophysical granular flows using two methods: laboratory experiments that image the internal structure of a granular bed, and discrete element method (DEM) simulations. We show that the onset of erosion in these settings can be mapped to a continuous phase transition characteristic of molecular glasses, and reveal new aspects of creep associated with sub-threshold motion that challenge existing models. This work demonstrates how highly resolved observations of granular motion in geophysical flows can reveal fundamental new insights that advance both Earth and Materials Sciences. 

Bio: Douglas J. Jerolmack is the Graduate Chair and Associate Professor in the Physics & Astronomy department at the University of Pennsylvania. He is also a member of the graduate groups in Mechanical Engineering and Applied Mechanics and Applied Mathematics and Computational Science. Douglas obtained his BSc in Environmental Engineering from Drexel University in 2001. He then studied Geophysics at MIT, where he received his PhD in 2006. 
Multi-Fidelity Information Fusion Algorithms for High Dimensional Systems and Massive Data Sets
Paris Perdikaris, Massachusetts Institute of Technology

Abstract: We develop a framework for multi-fidelity information fusion and predictive inference in high dimensional input spaces and in the presence of massive data-sets. Hence, we tackle simultaneously the “big-N” problem for big data and the curse-of-dimensionality in multi-variate parametric problems. The proposed methodology establishes a new paradigm for constructing response surfaces of high dimensional stochastic dynamical systems, simultaneously accounting for multi-fidelity in physical models as well as multi-fidelity in probability space. Scaling to high dimensions is achieved by data-driven dimensionality reduction techniques based on hierarchical functional decompositions and a graph-theoretic approach for encoding custom auto-correlation structure in Gaussian process priors. Multi-fidelity information fusion is facilitated through stochastic auto-regressive schemes and frequency-domain machine learning algorithms that scale linearly with the data. Taking together these new developments lead to linear complexity algorithms as demonstrated in benchmark problems involving deterministic and stochastic fields in up to 100,000 input dimensions and 100,000 training points on a standard desktop computer. 

Bio: Paris Perdikaris is a post-doctoral associate at the Department of Mechanical Engineering at MIT, bringing expertise on scalable statistical learning algorithms, uncertainty quantification, computational fluid dynamics and parallel computing. His current research focus includes the development of multi-fidelity information fusion algorithms for data assimilation, inverse problems, and engineering design optimization under uncertainty. This work has received support by AFOSR, DOE, and DARPA (2010-present).

Studying the Inaccessible: Insights Into Self-Assembling Deep-Sea Biophotonics with Computation and Experiment
Alison Sweeney, University of Pennsylvania

Abstract: The deep sea represents >99% of the habitable volume of the earth.  However, since it is mostly inaccessible to humans, comparatively little is known about the organisms that live there.  One of the fascinating aspects of the ecology in this realm is that it is shaped by light propagating through a void, and animals have evolved to camouflage against this radiance itself.  Our group uses a combination of optics and computational modeling to understand the sophisticated structures evolved here, particularly in midwater squid.  First, we describe a system in which “leaky” Bragg-fiber light guides are able to dynamically match ambient radiance throughout the midwater realm.  Second, we describe a system in which dorsal reflectors in squid skin have evolved to match Raman-scattered light reflected from the ocean depth.  Along with oceanographic sampling and organismal biology, the computational techniques we used include finite-difference time domain modeling, transfer matrix modeling, radiative transfer modeling, and molecular dynamics simulation.

Bio: Alison Sweeney is currently assistant professor in the department of Physics & Astronomy at the University of Pennsylvania.  Her work identifies novel systems in which biological evolution has produced soft and optical materials with novel functions that are unlikely to arise from the efforts of human engineers.  Her group works to elucidate the optical function of these systems, and the principles underlying their self-assembly. This approach has led her to discovering area-efficient photosynthesis for biofuels in giant clams, and to self-assembling complex lenses in squids.  She has been recognized for her work by a Bartholomew Award from the Society for Integrative and Comparative Biology, an NSF CAREER award, a Sloan Fellowship, and a Packard Foundation Fellowship.

Packing Models of Chromosomes and Their Expression
Caroline Uhler, Massachusetts Institute of Technology

Abstract:  Although the genetic information in each cell within an organism is identical, gene expression varies widely between different cell types. I will analyze the hypothesis that cell shape and the spatial organization of chromosomes controls gene expression. I will describe a bi-level optimization formulation to find minimal overlap configurations of ellipsoids to model chromosome arrangements. Analyzing the resulting ellipsoid configurations is central to understanding geometric control of genetic programs and has important implications for cell differentiation and the reprogramming of cells during development. 
Bio:  Caroline Uhler is an assistant professor in EECS and IDSS at MIT. She holds an MSc in Mathematics, a BSc in Biology, and an MEd in High School Mathematics Education from the University of Zurich. She obtained her PhD in Statistics from UC Berkeley in 2011. After short postdoctoral positions at the Institute for Mathematics and its Applications at the University of Minnesota and at ETH Zurich, she joined IST Austria as an assistant professor (2012-2015). Her research focuses on mathematical statistics, in particular on graphical models and the use of optimization, algebraic and geometric methods in statistics, and on applications to biology. She is an elected member of the International Statistical Institute and she received a Sofja Kovalevskaja Award from the Humboldt Foundation and a START Award from the Austrian Science Fund.




Robotic Perception and Learning
Daniel Lee, University of Pennsylvania

Abstract: Is it possible for machines to learn to perceive and act in novel environments as humans do? Current artificial intelligence systems for perception and action incorporate a number of techniques: optimal observer models, Bayesian filtering, probabilistic mapping, trajectory planning, dynamic navigation, and feedback control. I will briefly describe and demonstrate some of these methods for autonomous driving and for legged and flying robots, and contrast these models with neural representations and computation. I will also discuss a theory for learning manifold representations that can be employed to better understand deep neural networks.
Bio: Daniel Lee is the UPS Foundation Chair Professor in the School of Engineering and Applied Science at the University of Pennsylvania. He received his B.A. summa cum laude in Physics from Harvard University in 1990 and his Ph.D. in Condensed Matter Physics from the Massachusetts Institute of Technology in 1995.  Before coming to Penn, he was a researcher at AT&T and Lucent Bell Laboratories in the Theoretical Physics and Biological Computation departments.  He is a Fellow of the IEEE and AAAI and has received the National Science Foundation CAREER award and the University of Pennsylvania Lindback award for distinguished teaching.   He was also a fellow of the Hebrew University Institute of Advanced Studies in Jerusalem, an affiliate of the Korea Advanced Institute of Science and Technology, and organized the US-Japan National Academy of Engineering Frontiers of Engineering symposium.  As director of the GRASP Laboratory and co-director of the CMU-Penn University Transportation Center, his group focuses on understanding general computational principles in biological systems, and on applying that knowledge to build autonomous systems.
Simple Models, Massive Data: Interpreting Neural Circuits and the Brain
Vijay Balasubramanian, University of Pennsylvania

Abstract: Neuroscientists are poised to undertake massive recordings of neurons firing simultaneously at many scales of organization.  What techniques can we imagine to extract the emergent functions of these networks?   I will describe various methods that neuroscientists are using to extract emergent functions and will argue for the importance of theory and simple abstract models in interpreting the brain from the mass of neural data.
Bio: Vijay Balasubramanian is the Cathy and Marc Lasry Professor of Physics at the University of Pennsylvania where he directs the Computational Neuroscience Initiative.  Trained as a computer scientist and a theoretical physicist, he applies methods from these fields to the study of neural circuits and the brain.


Big Data for RNA Processing—From Computational Modeling Through the Wet Lab to Patients
Yoseph Barash, University of Pennsylvania

Abstract: Alternative splicing of genes is a key contributor to transcriptome variations and numerous disease. There are many high-throuput experimental techniques nowadays that allow us to measure the expression of genes at exonic resolution, and where factors that regulate RNA splicing bind to. These experiments, routinely executed, are quickly accumulating, creating a BigData deluge problem. Specifically, these experiments are mostly done separately, only to be “integrated” manually as a list of tracks on a genome browser. In this talk I will describe our efforts to address the data deluge problem by moving from the current  "list of parts” state of affairs to predictive models of RNA splicing. Such models integrate many datasets and offer users the ability to predict a gene's splicing variations and its regulatory elements. Predictions can be made as a function of cellular condition (e.g. tissue type) and patient’s specific genetic variants. I will discuss the challenges involved in developing such models, how we address those, and some of the success we had utilizing these models to analyze patients data.

Bio: Yoseph is a computational biologist who works on predictive models to understand RNA biogensis, its regulation, and its role in human disease. His lab develops machine learning algorithms that integrate  genomic and genetic data, followed by wet lab experimental verifications. Yoseph did his PhD in machine learning under Prof. Nir Friedman at the Hebrew University, and his postdoctoral work with Prof. Ben Blencowe and Prof. Brendan Frey at the University of Toronto, focusing on alternative splicing of genes. His dry and wet lab work involves three main themes that pose computational, engineering, and experimental challenges: Deriving new mechanistic insights into RNA biogenesis; Applying the predictive algorithms for RNA processing the lab develops to the study of human disease and phenotypic diversity; Developing software tools that allow the greater scientific community to employ the lab’s algorithms.

High-Resolution 3-D Genome Folding During Development and Reprogramming
Jennifer Phillips-Cremins, University of Pennsylvania

Abstract: The folding of the DNA sequence inside the nucleus has long fascinated researchers. Indeed, over two meters of DNA (roughly the height of a 6’5’’ human) must fit into a single nucleus that is roughly the size of the head of a pin (5-10 micrometers). How the genome is packaged into this small space while remaining dynamic and accessible to regulatory proteins during development remains a critical unanswered question. To date, the scientific community has been severely limited in studying DNA folding patterns due to the throughput and resolution limitations of conventional microscopes.
Recently, my lab has employed new molecular and computational tools to generate some of the very first high-resolution maps of 3D genome folding in embryonic and neural stem cells. Our computational approaches to analyze these complex data sets have given us rare insight into genome folding as stem cells become more specialized cells. Recently, we discovered that DNA is folded in a hierarchy of complex 3-D topological configurations and that key architectural signatures are linked to how the genome sequence is read and interpreted to control gene expression during early brain development. My lab has generated the first high-resolution maps of genome folding as somatic cells transition in the reverse direction into induced pluripotent stem cells (iPS). We use a balance of computation and experimentation in an iterative process to identify patterns of epigenetic marks that serve as “place-holders” to tell the cell which fragments of DNA throughout the genome are destined to make contact (and thereby regulate) each other. We discovered that DNA folding does not fully reprogram and that some iPS clones have the potential to carry remnants of the folding patterns found in the somatic cells from which they were derived. Imperfectly rewired folding patterns reflect poor reprogramming of gene expression levels. 
This work is significant because it highlights new possibilities as to why the process of creating iPS cells is inefficient. We have uncovered new insight into the mechanisms by which diverse epigenetic marks act in concert across the genome to control gene expression patterns during development. In future years, we aim to expand on the technological foundation we have built in stem cells and to apply our new computational/molecular tools to investigate the role for 3D genome folding in diseases of the central nervous system. We also plan to begin applying state-of-the art genome editing technologies to begin turning our biological insight into strategies for (1) increasing the efficiency of deriving induced pluripotent stem cells and (2) engineering induced pluripotent stem cells to improve their therapeutic utility for treating debilitating neurodegenerative and neurodevelopmental disease states.  
Bio: Jennifer E. Phillips-Cremins, Ph.D., joined the faculty at the University of Pennsylvania in 2014 as an Assistant Professor in the Department of Bioengineering and a core member of the Epigenetics Program in the Perelman School of Medicine. Dr. Cremins obtained her Ph.D. in Biomedical Engineering from the Georgia Institute of Technology in the laboratory of Andres Garcia. She then conducted a unique multi-disciplinary postdoc in the laboratories of Victor Corces and Job Dekker with the goal of generating the first high-resolution 3-D genome architecture maps during the differentiation of mouse embryonic stem cells along the neuroectoderm lineage. Dr. Cremins now runs the 3-D Epigenomics and Systems Neurobiology laboratory at UPenn. Her primary research interests lie in understanding the epigenetic mechanisms that govern phenotype commitment in healthy neurons and how these epigenetic mechanisms go awry during the onset of neurodevelopmental and neurodegenerative diseases. She has been selected as a 2014 New York Stem Cell Foundation – Robertson Investigator, a 2015 Albert P. Sloan Foundation Fellow and as a 2015 NIH Director's New Innovator.




[bookmark: _GoBack]Non-Commutative Biology: Single Cell Analysis by seqFISH
Long Cai, California Institute of Technology

Abstract: We have recently demonstrated a technology using sequential hybridization and single molecule FISH to multiplex a large number of mRNA molecules directly in single cells in complex tissue samples.  mRNAs in cells are barcoded by sequential rounds of hybridization, imaging, and probe stripping.  The number of barcodes available with this approach scales as F^N, where F is the number of distinct fluorophores and N is the number of hybridization rounds.  We call this method seqFISH and it is conceptually akin to “sequencing” mRNAs directly in cells by FISH.  We will discuss application of this technology to brain sections, embryos, and human tissues.

Bio: Long Cai received his undergraduate degree at Harvard in Physics and Chemistry, working with Dudley Herschbach.  He obtained his PhD at Harvard with Sunney Xie working on single molecule detection of gene expression in living cells.  He conducted his postdoctoral work with Michael Elowitz at Caltech as a Beckman Fellow.  He has been an assistant professor at Caltech since 2010. 

Computing and Maximizing Influence in Linear Threshold and Triggering Models
Po-Ling Loh, University of Wisconsin Madison

Abstract: We establish upper and lower bounds for the influence set of nodes in certain types of contagion models. We derive two sets of bounds, the first designed for linear threshold models, and the second more broadly applicable to a general class of triggering models. We quantify the gap between our upper and lower bounds in the case of the linear threshold model and illustrate the gains of our upper bounds for independent cascade models in relation to existing results. Importantly, our lower bounds are monotonic and submodular, implying that a greedy algorithm for influence maximization is guaranteed to produce a maximizer within a 1-1/e factor of the truth. Although the problem of exact influence computation is NP-hard in general, our bounds may be evaluated efficiently. This leads to an attractive, highly scalable algorithm for influence maximization with rigorous theoretic guarantees.

Bio: Po-Ling Loh is an assistant professor in the ECE department at the UW-Madison, with a secondary appointment in statistics. From 2014-2016, she was an assistant professor in the statistics department at the Wharton School at the University of Pennsylvania. Po-Ling received an MS in computer science and a PhD in statistics from Berkeley in 2013 and 2014, and a BS in math with a minor in English from Caltech in 2009. She was the recipient of the 2014 Erich L. Lehmann Citation from the Berkeley statistics department for an outstanding PhD dissertation in theoretical statistics, and a best student paper award at the NIPS conference in 2012.
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